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#### Abstract

The method of Liapunov vector function is used to obtain the conditions of stability and instability of motion of a system with respect to a part of its variables. The system is described by ordinary differential equations with continuous right-hand sides. A technique for the solution of the problem concerning the stabilization of motion with respect to a part of the variables is discussed. This technique enables one to take into account the requirements previously specified, regarding the nature of the transition processes of the system, and to solve partially the problem of minimizing the demand on resources. A discussion is also presented of a method for the solution of minimization of a functional and of a game theoretic problem on a minimax-maximin of a functional, with the aim of satisfying the prescribed requirements regarding the nature of the transition processes with respect to a part of the variables in the initial system. Mechanical examples are solved.


1. Let the following system of differential equations of perturbed motion be given:

$$
\begin{aligned}
& \dot{x}=X(t, x)(X(t, 0) \equiv 0) \\
& x=\left(y_{1}, \cdots, y_{m}, z_{1}, \ldots, z_{p}\right)=(y, z), m>0, n=m+p \\
& p>0
\end{aligned}
$$

We shall consider the problem of stability of the unperturbed motion $x=0$ relative to $y_{1}$,...,
$y_{m}$ ( $y$-stability) /1,2/. We assume /2/ that the right-hand sides of the system (1.1) are
continuous in the region

$$
\begin{equation*}
t \geqslant 0,\|y\| \leqslant H>0, \quad 0 \leqslant\|z\|<+\infty \tag{1.2}
\end{equation*}
$$

and satisfy the conditions of uniqueness of the solution. Solutions of (1.1) are z-continuable, i.e. any solution $x(t)$ is well defined at all $t \geqslant 0$, for which $\|y(t)\| \leqslant H$. We denote by $x=x\left(t ; t_{0}, x_{0}\right)$ a solution of (1.1) determined by the initial conditions $x\left(t_{0} ; t_{0}, x_{0}\right)=x_{0}$.
2. In a number of cases the $y$-stability of motion can be investigated by using the linear or nonlinear transformations of the initial system of equations to pass to an auxilliary system the Liapunov stability of which is sufficient (sometimes even necessary) for the $y$-stability (**) of the initial system $/ 3,4 /$.

Below we study the problem of such transformations of the initial system using the differential inequalities. To solve the problem of $y$-stability of motion we must obtain the two-sided estimates for the variables $y=\left(y_{1}, \ldots, y_{m}\right)$ of the initial system. Such estimates will enable us to construct a Liapunov vector function which satisfies the V.M. Matrosov conditions /5/.

Theorem 2.1. Let two vector functions $V=\left(V_{1}, \ldots, V_{k}\right), W=\left(W_{1}, \ldots, W_{r}\right)$ in which
$V_{i}=W_{i}=y_{i}(i=1, \ldots, m), V_{j}=V_{j}(t, x), W_{s}=W_{s}(t, x)(j=m+1, \ldots, k ; s=m+1, \ldots, r)$ and for which the following conditions hold, exist in the region (1.2):
$1^{\circ} . V_{j}(t, 0) \equiv 0, W_{s}(t, 0) \equiv 0, j=m+1, \ldots, k ; s=m+1, \ldots, r$.
$2^{\circ}$. The derivatives $V^{\circ}$, and $W^{\prime}$ satisfy, by virtue of the system (1.1), the inequalities

$$
\begin{align*}
& V_{\mu}^{\cdot} \leqslant \varphi_{\mu}\left(t, V_{1}, \ldots, V_{k}\right), \quad \mu=1, \ldots, k  \tag{2.1}\\
& W_{\theta} \cdot \geqslant f_{\theta}\left(t, W_{1}, \ldots, W_{r}\right), \theta=1, \ldots, r \tag{2.2}
\end{align*}
$$

[^0]Here the vector functions $\varphi(t, V)=\left(\varphi_{1}, \ldots, \varphi_{k}\right)$ and $f(t, W)=\left(f_{1}, \ldots, f_{r}\right), \varphi(t, 0) \equiv 0, f(t, 0) \equiv 0$ are well defined and continuous in the region $t \geqslant 0,\left\|V^{*}\right\|<R$ where $R=\infty$, or

$$
R>\sup \left[\left\|V^{*}(t, x)\right\|: t \geqslant 0,\|y\| \leqslant H\right], \quad V^{*}=(V, W)
$$

$3^{\circ}$. None of the functions $\varphi_{\mu}\left(f_{\theta}\right)$ decrease in $V_{i}, i \neq \mu\left(W_{j}, j \neq \theta\right) / 5 /$.
$4^{\circ}$. Let $\alpha=\left(\omega_{1}, \ldots, \omega_{m}\right), \beta=\left(u_{1}, \ldots, u_{m}\right)$. The solution $\omega=0(u=0)$ of the system $\omega^{*}=\varphi(t, \omega)\left(u^{*}=f(t, u)\right)$ is $\alpha(\beta)$-stable.

Proof. The condition (2.2) is equivalent to

$$
-W_{\theta} \leqslant f_{\theta} *\left(t,-W_{1}, \ldots,-W_{r}\right), A=1, \ldots, r_{-}
$$

and the functions $f_{\theta}{ }^{*}$ do not decrease in $-W_{j}(j \neq \vartheta)$. Let us construct the vector function $\bar{V}=$ $\left(V_{1}, \ldots, V_{k},-W_{1}, \ldots,-W_{r}\right)$ and put $\bar{V}^{*}=\max \left(V_{s}, W_{s}\right)=\max \left|y_{s}\right|, s=1, \ldots, m$. Since the function $V^{*}$ is $y$-positive definite, the conditions of V.M. Matrosov theorem $/ 5 /$ hold for $l=2 m, M=\{y=0\}, M_{0}=\{x=0\}$ and this proves the theorem.

Note. If the solutions $\omega=0(u=0)$ of the corresponding systems in condition $4^{\circ}$ are asymptotically $\alpha(\beta)$ stable, then the motion $x=0$ of the system (1.1) is asymptotically $y$ stable.

Assertion 1. When $m=1, k=r$ and $\varphi(t, V) \equiv f(t, W)$, and $V=W$ then a vector function $V$ can be constructed in the region $0 \leqslant y_{1} \leqslant H, 0 \leqslant\|z\|<+\infty$ and vector function $W$ in the region $-H \leqslant y_{1} \leqslant 0,0 \leqslant\|z\|<+\infty$.

Proof. By virtue of the conditions $1^{\circ}, 2^{\circ}, 3^{\circ}$ and $4^{\circ}$ of the theorem 2.1 we can find a number $\delta\left(e, t_{0}\right)>0$ such that from $\left\|x_{0}\right\|<\delta\left(y_{10} \geqslant 0\right)$ follows /6/

$$
y_{1}\left(t ; t_{0}, x_{0}\right) \leqslant \alpha_{1}^{+}\left(t ; t_{0}, \xi_{0}\right)<\varepsilon, \quad \xi_{0}=V\left(t_{0} ; t_{0}, x_{0}\right), \xi_{10} \geqslant 0
$$

provided that $y_{1}\left(t ; t_{0}, x_{0}\right) \geqslant 0$, and from $\left\|x_{0}\right\|<\delta\left(y_{10} \leqslant 0\right)$ follows

$$
y_{1}\left(t ; t_{0}, x_{0}\right) \geqslant \alpha_{1}^{-}\left(t ; t_{0}, \xi_{0}\right)>-\varepsilon, \xi_{0}=W\left(t_{0} ; t_{0}, x_{0}\right), \xi_{10} \leqslant 0
$$

provided that $y_{1}\left(t ; t_{0}, x_{0}\right) \leqslant 0$. Here $\alpha_{1}{ }^{+}$and $\alpha_{1}{ }^{-}$are the first components of the upper $\alpha^{+}\left(t ; t_{0}\right.$, $\left.\xi_{0}\right), \alpha^{+}\left(t_{0} ; t_{0}, \xi_{0}\right)=\xi_{0}$ and lower $\alpha^{-}\left(t ; t_{0}, \xi_{0}\right), \alpha^{-}\left(t_{0} ; t_{0}, \xi_{0}\right)=\xi_{0}$ solution of the system

$$
\begin{equation*}
\xi=\varphi(t, \xi)=f(t, \xi) \tag{2.3}
\end{equation*}
$$

Let $t=t^{*}$ be the first instant of time at which $y_{1}\left(t^{*}, t_{0}, x_{0}\right)<0, y_{10} \geqslant 0$. By virtue of the conditions $1^{\circ}, 3^{\circ}$ and $4^{\circ}$ we have

$$
y_{1}\left(t ; t^{*}, x\left(t^{*}\right)\right) \geqslant \alpha_{1}^{-}\left(t ; t^{*}, \xi^{*}\right), \xi^{*}=W\left(t^{*} ; t^{*}, x\left(t^{*}\right)\right)
$$

for all $t \geqslant t^{*}$ for which $y_{1}\left(t ; t_{0}, x_{0}\right)<0$. But the solution $\alpha_{1}^{-}\left(t ; t^{*}, \xi^{*}\right)$ of the system (2.3) can be considered as an extension of the solution $\alpha_{1}^{-}\left(t ; t_{0}, \xi_{0}\right),\left\|\xi_{0}\right\|>\delta, \xi_{10} \geqslant 0$ of the same system defined for $t \subset\left[t_{0}, t^{*}\right]$, on the time interval $t \geqslant t^{*}$ for which $y_{1}\left(t ; t_{0}, x_{0}\right)<0$. It follows therefore that for all $t \geqslant t_{0}$ we have $\left\|y\left(t ; t_{0}, x_{0}\right)\right\|<\varepsilon$, provided that $\left\|x_{0}\right\|<\delta, y_{10} \geqslant 0$. The case $\left\|x_{0}\right\|<\delta, y_{10} \leqslant 0$ is deal with in the same manner, and this proves the assertion.

Note. Let the system (1.1) have the form

$$
y^{*}=A y+Y(y, z), z^{*}=C y+D z+Z(y, z)
$$

where $A, B$ and $C$ are constant matrices and $Y, Z$ denote the nonlinear perturbations. We assume that in region (1, 2) $Y(y, z) \geqslant 0, A=\left\{a_{i j}\right\}, a_{i j} \geqslant 0(i \neq j)$. In this case the Liapunov vector function can be constructed in the form $\vec{V}=\{y,-W)$, while the vector function $W$ is constructed with help of the methods of reduction to the $\mu$-form /3,4/using the differential inequalities.
3. Let us obtain the conditions for $y$-instability of the motion $x=0$ of system (1.1). First we introduce the following definition.

Definition. The motion $x=0$ of the system (1.1) will be called $y$-unstable from above (below) if numbers $\varepsilon>0, t_{0} \geqslant 0$ can be found such, that for any arbitrarily small $\delta$ ( $\varepsilon$, $\left.t_{0}\right)>0$ the system (1.1) has solutions $x\left(t ; t_{0,} x_{0}\right)$ with initial conditions $\left\|x_{0}\right\|<\delta$ satisfy ing, eventually, the inequality $y_{i}\left(t ; t_{0}, x_{0}\right)>E\left(y_{i}\left(t ; t_{0}, x_{0}\right)<-\varepsilon\right)$ for at least one $i=1$, .., $m$.

We introduce into the discussion two continuous scalar functions $U_{1}(t, x)$ and $U_{2}(t, x)$ and call the set of points $(t, x)$ belonging to the region

$$
\begin{align*}
& t \geqslant 0, \quad 0 \leqslant y_{l} \leqslant H, \quad 0 \leqslant\left\|x^{*}\right\|<+\infty \\
& x^{*}=\left(x_{1}, \ldots, x_{l-1}, \quad x_{l+1}, \ldots, x_{n}\right)
\end{align*}
$$

for which the inequality $U_{1}(t, x)>0$ holds for at least one $l=1, \ldots, m$, and named the region $U_{1}(t, x)>0$.

Theorem 3.1. Assume that a function $U_{1}(t, x)$ can be found for the system (3.1), satisfying the conditions:

1) region $U_{1}(l)>0$ exists for any $t \geqslant 0$ and arbitrarily small $\|x\|$;
2) function $U_{1}(t, x)$ is bounded in the region $U_{1}(l)>0$;
3) for any $e>0$ there exists $\delta(\varepsilon)>0$ such that for any point ( $t, x)$ of the region (3.1) satisfying the condition $U_{1}(t, x) \geqslant \varepsilon$ we have $U_{2}(t, x) \geqslant \delta$ where $U_{2}=U_{1}^{*}$ is a derivative by virtue of (1.1);
4) the surface $U_{1}(l)=0$ do not contains the points $(t, x)$ for which $y_{l}<0$. Then the motion $x=0$ of the system (1.1) is $y$-unstable from above.

Notes. $1^{\circ}$. The conditions 1)-3) of the theorem 3.1 coincidewith those of the Chetaev theorem /7/ on the instability (as well as with the notes of Rumiantsev in /8/) with a single difference. The region considered in $/ 7 /$ was the region $t \geqslant 0,\|x\| \leqslant H$, in / $/ 8 /$ it was the region (1.2) and in Theorem 3.1 it is the region (3.1). Compared with $/ 7,8 /$, the condition 4) is new. Conditions 1)-3) ensure that the corresponding solutions of the system (1.1) emerge from the region (3.1) after a finite time /7/. By virtue of the $z$-continuability of the solutions of (1.1) and of condition 4), the such solutions emerge onto the surface $n_{n}=H$.
$2^{\circ}$. If the motion $x=0$ of a linear stationary system is $y$-unstable, then it is $y$-unstable from above (from below).
$3^{\circ}$. If instead of region (3.1) we consider the region

$$
t \geqslant 0,-H \leqslant y_{l} \leqslant 0,0 \leqslant\left\|x^{*}\right\|<+\infty
$$

then the motion $x=0$ of (1.1) under the conditions 1)-3) is $y$ - unstable from below, provided that the surface $U_{1}(l)=0$ contains no points $(t, x)$ for which $y_{l}>0$.

Theorem 3.2. Let us have at least one $l(1 \leqslant l \leqslant m$ ) for which one of the two vector functions $V=\left(V_{1}, \ldots, V_{k}\right), W=\left(W_{1}, \ldots, W_{r}\right)$ exists in the region (1.2) in which $V_{1}=W_{1}=y_{l}$, $V_{j}=V_{j}(t, x), W_{s}=W_{s}(t, x)$ and for which the following conditions hold:
$1^{\circ} . V_{j}(t, 0)=0, W_{s}(t, 0) \equiv 0, j \neq 1, s \neq 1$.
$2^{\circ}$. The derivative $V^{\prime}\left(W^{\prime}\right)$ satisfies in the region $t \geqslant 0,-H \leqslant y_{1} \leqslant V_{1} \leqslant 0 \quad\left(0 \leqslant y_{t}=\right.$ $\left.W_{1} \leqslant H\right), \quad 0 \leqslant\left\|x^{*}\right\|<+\infty$, by virtue of the system (1.1), the inequality (2.1) (inequality (2.2)) where the vector function $\varphi(t, V)(f(t, W)$ is defined and continuous in the region

$$
\begin{aligned}
& t \geqslant 0,\|V\|<R, R=\infty \quad \text { or } \quad R>\sup \|V(t, x)\|: t>0 \\
& -H \leqslant y_{l} \leqslant 0 \\
& (t \geqslant 0,\|W\|<R, R=\infty \quad \text { or } R>\sup \|W(t, x)\|: t \geqslant 0, \\
& \left.0 \leqslant y_{l} \leqslant H\right)
\end{aligned}
$$

$3^{\circ}$. Conditions $2^{\circ}$ and $3^{\circ}$ of Theorem 2.1 hold.
$4^{\circ}$. The solution $\omega=0(u=0)$ of the system $\omega^{\circ}=\varphi(t, \omega)\left(u^{*} \Rightarrow f(t, u)\right)$, is $\alpha_{1}\left(\beta_{1}\right)$ - unstable from below (above). Then the motion $x=0$ of the system (1.1) is $y$-unstable.

Proof. Since the solution $\omega=0$ of the system $\omega=\varphi(t, \omega)$ is $\alpha_{1}$-unstable from below, it follows that for any $\delta>0$ there exist solutions $\omega\left(t ; t_{0}, \omega_{0}\right)=\omega\left(t ; t_{0}, V\left(t_{0} ; t_{0}, x_{0}\right)\right.$ with initial conditions $\left\|x_{0}\right\|<\delta\left(y_{0} \leqslant 0\right)$ satisfying, in the course of time, the inequality $\omega_{1}\left(t_{;} t_{0}\right.$, $\left.\omega_{0}\right)<-\varepsilon$. By virtue of the condition 3 and in accordance with $/ 6 /, y_{1}\left(t ; t_{0}, x_{0}\right)<\omega_{1}^{+}\left(t ; t_{0}, \omega_{0}\right)$, $\omega^{+}\left(t_{0} ; t_{0}, \omega_{0}\right)=\omega_{0}, \omega_{0}=V\left(t_{0} ; t_{0}, x_{0}\right)$. Therefore in the course of time $y_{1}\left(t ; t_{0}, x_{0}\right)<-e \quad$ and the proves the theorem.
4. Example 1. Let us consider a motion of a solid caused by the initial perturbations taking place under the action of the dissipative and acceleration forces. In this case the equation of perturbed motion has the form

$$
\begin{equation*}
\eta_{1}^{\prime}=\gamma_{1} y_{1}+\frac{B-C}{A}, \quad z_{1}^{\prime}=\gamma_{2} z_{1}+\frac{C-A}{B} y_{1} z_{3}, \quad z_{2}^{\prime}=\gamma_{3} z_{2}+\frac{A-B}{C} y_{1} z_{1} \tag{4.1}
\end{equation*}
$$

where $A, B$ and $C$ are the principal moments of inertia of the body, $\gamma_{i}(i=1,2,3)$ are constant numbers and $\gamma_{1}<0, \gamma_{2}+\gamma_{3}<0$. We introduce two vector functions $V=\left(V_{1}, V_{2}\right), W=\left(W_{1}, W_{2}\right)$, in which $V_{1}=W_{1}=y_{1}, V_{2}=W_{2}=x_{1} z_{8}$. When $C<A<B$, we have the estimates

$$
\begin{gathered}
\text { 1) } V_{1}=\gamma_{1} V_{1}+\frac{B-C}{A} V_{2} \\
V_{2}=\left(\gamma_{2}+\gamma_{3}\right) V_{2}+y_{1}\left[\frac{C-A}{B} z_{2}{ }^{3}+\frac{A-B}{C} z_{1}{ }^{2}\right] \leqslant\left(\gamma_{2}+\gamma_{3}\right) V_{2}
\end{gathered}
$$

in the region $0 \leqslant y \leqslant H, 0 \leqslant\|z\|<+\infty$, and

$$
\text { 2) } W_{1} \cdot=\gamma_{1} W_{1}+\frac{B-C}{A} W_{2}, \quad W_{2}^{*} \geqslant\left(\gamma_{2}+\gamma_{3}\right) W_{2}
$$

in the region $-H \leqslant y_{1} \leqslant 0,0 \leqslant\| \|<+\infty$. Since the motion $\xi=0$ of the system

$$
\xi_{1}{ }^{*}=\gamma_{1} \xi_{1}+\frac{B-C}{A} \xi_{2}, \quad \xi_{2}^{*}=\left(\gamma_{2}+\gamma_{3}\right) \gamma_{2}
$$

is asymptotically Liapunov stable, it follows in accordance with Assertion $l$, that the motion $x=0$ of the system (4.1) is asymptotically $y$ - stable.

Example 2, We consider the motion of a pendulum consisting of a material point suspended from a thread the length of which varies according to an arbitrary, previously definedlaw $i=I(t), l(t) \geqslant l_{0} \geqslant 0$. We denote by $\theta$ the angle formed by the pendulum thread and the vextical. In the present case the Lagrange equation in the variables $\theta=y_{1}, \theta^{\prime}=z_{1}$ has the foxm

$$
\begin{equation*}
y_{1}=z_{1}, \quad y_{x_{1}} \cdot=-\frac{g}{l(t)} \sin y_{1}-2 \frac{l^{\prime}(t)}{l(t)} z_{1} \tag{4.2}
\end{equation*}
$$

Let us carry out a two-sided estimation of the variables of system (4.2). We have the following inequalities:

$$
\text { 1) } y_{1}^{*}=z_{1}, \quad z_{1} \leqslant-2 \frac{l^{\prime}(t)}{l(t)} z_{1}
$$

in the region $0 \leqslant y_{1} \leqslant H,-\infty<x_{1}<+\infty$, and

$$
\text { 2) } y_{1}^{*}=z_{1}, \quad z_{1}^{\prime} \geqslant-2 \frac{l^{\prime}(t)}{l(t)} x_{1}
$$

in the region $-H \leqslant y_{1} \leqslant 0_{2}-\infty<z_{1}<+\infty$. When the condition

$$
\begin{aligned}
& \int_{i_{1}}^{t} \exp \left(\int_{t_{1}}^{t}-2 \frac{l \cdot(\tau)}{l(\tau)} d \tau\right) d t=A \int_{T_{0}}^{t} l(t) d t<\infty \\
& A=\exp (-2) / h_{0}=\text { const }
\end{aligned}
$$

holds, the motion $\xi=0$ of the system

$$
\xi_{i}=\xi_{8}, \quad \xi_{2}=-2 \frac{(\cdot(t)}{l(t)} \xi_{g}(t)
$$

is $\xi_{1}-s t a b l e, ~ t h e r e f o r e ~ t h e ~ m o t i o n ~ x=0 ~ o f ~ s y s t e m ~(4.2) ~ i s ~ y_{1}-s t a b l e . ~$
Example 3. We consider the problem of instability of the steady rotation of a solid for the Euler - Poinsot case. The equation of perturbed motion have the form

$$
y_{1}^{*}=\frac{B-C}{A} z_{1} z_{2}, \quad z_{1}{ }^{*}=\frac{C-A}{B} z_{2}\left(y_{2}+p_{2}\right), \quad z_{2}{ }^{*}=\frac{A-B}{C} z_{1}\left(y_{x}+p_{0}\right)
$$

where $A, B$ and $C$ are principal moments of inertia of the body and $p_{0}=$ const $>0$. We introduce a vector function $V=\left(V_{1}, V_{2}\right)$ in which $V_{1}=y_{1}$ and $V_{2}=x_{1} w_{2}$. When $C<A<B$ or $C>A>B$, then we have, in the region

$$
y_{1} \leqslant 0, y_{1}+p_{0}>0,0 \leqslant 121<+\infty
$$

the estimate

$$
V_{1}=\frac{B-C}{A} V_{2}, \quad V_{2}^{*}=\left(p_{0}+y_{1}\right)\left[\frac{C-A}{B} z_{2}^{2}+\frac{A-B}{C} z_{1}^{2}\right] \leqslant 0
$$

The motion $a=0$ of the system

$$
\omega_{k}^{*}=\frac{B-C}{A} \omega_{2}, \quad \omega_{2}^{*}=0
$$

is $\omega_{2}$-unstable from below, therefore according to Theorem 3.2 the steady rotation is $y_{1}-$ unstable when $C<A<B$ or when $C>A>B$. From this it follows that the steady rotation about the median axis of the inextia ellipsoid of the body is unstable relating to the projection of the angular velocity onto the axis of rotation.
5. Let us have a controlled linear system of ordinary differential equations

$$
\begin{align*}
& x^{*}=A^{*} x+B^{*} u  \tag{5.1}\\
& x=\left(y_{i}, \ldots, y_{m}, z_{1}, \ldots, z_{p}\right)=(y, z), m>0, n=m+p, p>0
\end{align*}
$$

Here $x$ is an $n$-dimensional vector characterizing the state of the system, $u=\left(u_{1}, \ldots, u_{r}\right)$ is an $r$-dimensional control vector, and $A^{*}, B^{*}$ are constant $n \times n$ and $u \times z$ matrices. The system (5.1) written in the variables $y$ and $z$, has the form

$$
\begin{equation*}
\dot{y^{*}}=A y+B z+P u, z^{*}=C y+D z+Q u \tag{5.2}
\end{equation*}
$$

where $A, B, C, D, P, Q$ are constant matrices of the corresponding sizes.
Consider the problem of stabilization of the motion $x=0$ of system (5.2) relative to $y_{1}, \ldots, y_{m}$ ( $y$-stabilization $/ 9,10 /$. We assume the controls admissible if $U=\left\{u: u=\Gamma_{2} y+\Gamma_{2} z\right\}$ where $\Gamma_{1}$ and $\Gamma_{2}$ are constant matrices of the corresponding sizes. We know $/ 11,12 /$ that the vector of the controls solving the $y$-stabilization problem for the system (5.2) can always be constructed in the form

$$
\begin{equation*}
u(y, z)=\Gamma z+u^{*}(y, z) \tag{5,3}
\end{equation*}
$$

The constant matrix $\Gamma$ is determined by the transformation reducing the system (5.2) to prescribed form, and the control $u^{*}(y, z)$ solves the problem of stabilization over all variables for an auxilliary linear stationary system (we shall call it a system of $\mu$-form) the dimension of which is lower than that of the initial system.

Let $\xi=\left(\xi_{1}, \ldots, \xi_{N}\right)$ denote the variables characterizing the state of the system of $\mu$ form. We introduce the functional

$$
\begin{equation*}
J[u]=\int_{i_{0}}^{\infty} \omega\left(\xi[t], u^{*}[t]\right) d t \tag{5,4}
\end{equation*}
$$

where $\omega\left(\xi, u^{*}\right)$ is a positive-definite quadratic form of the variables $\xi, u^{*}, \xi[t]$ are the solutions of the system of $\mu$-form for $u=u^{*}(\xi), u^{*}[t]=u^{*}(\xi[t])$. Choosing the control forces $u_{j}{ }^{*}$, $j=1, \ldots, r$ so that the integral (5.4) is minimized on the trajectories of the system of $\mu$ form, we can attain the following two targets:
$1^{\circ}$. The condition of a minimum of the integral (5.4) must ensure a sufficiently rapid decay of the motions $y_{1}, \ldots, y_{m}$ of the system (5.2) for $u=\Gamma z+u^{*}$, since the behavior of the variables $\xi_{1}, \ldots, \xi_{N}$ of the system of $\mu$-form fully determines, in accordance with $/ 11,12 /$, the behavior of the variables $y_{1}, \ldots, y_{m}$ of the system (5.2) for $u=\Gamma z+u^{*}$.
$2^{\circ}$. The magnitude of the integral (5.4) determines satisfactorily the resources expended on forming the control $u_{j}^{*}[t]$ and hence solves partially the problem of minimizing the loss of resources in constructing the control of the form (5.3).

The problem of semioptimal $y$-stabilization consists of finding a control $u \in U$ such that the unperturbed motion $x=0$ of the closed system (5.2), (5.3) is asymptotically $y$-stable and the functional (5.4) is minimized on the trajectories of the system (5.2). Let us consider the matrices

$$
\begin{aligned}
& K=\left\{(B+P \Gamma)^{T},(D+Q \Gamma)^{T}(B+P \Gamma)^{T}, \ldots,(D+Q \Gamma)^{T p-1} \times\right. \\
& \left.(B+P \Gamma)^{T}\right\} \\
& K_{1}=\left\{L_{1} B^{*}, A_{1} L_{1} B^{*}, \ldots, A_{1}^{m+N-1} L_{1} B^{*}\right\} \\
& L=\left\|\begin{array}{l}
L_{1} \\
L_{2}
\end{array}\right\|, \quad L_{1}\left\|\begin{array}{cc}
E_{m} & 0 \\
0 & l_{11} \ldots l_{1 p} \\
l_{N 1} \ldots l_{N_{p}}
\end{array}\right\|, \begin{array}{l}
L A^{*} L^{-1}=\left\{g_{i j}\right\}, \quad i, j=1, \ldots, n \\
A_{1}=\left\{g_{i j}\right\}, \quad i, j=1, \ldots, m+N
\end{array}
\end{aligned}
$$

where $E_{m}$ is a unit matrix of the size $m \times m ;\left(l_{i 1}, \ldots, l_{i p}\right)^{T}, i=1, \ldots, N$ are linearly independent column vectors -columns of the matrix $K, L_{2}$ is an arbitrary constant ( $n-m-p$ ) $\times p$ matrix such that the matrix $L$ is nondegenerate, $N=\operatorname{rank} K$ and $T$ denotes transposition.

Theorem 5.1. Let a constant matrix $\Gamma$ exist such, that $m+N=\operatorname{rank} K_{1}$. Then the problem of semioptimal $y$-stabilization has a solution for the system (5.2).

Proof. Under the conditions of the theorem a system of $y$-form will, according to $/ 12 /$, be completely controllable. Then according to /13/ the problem of optimal stabilization up to the asymptotic Liapunov stability for the system of $\mu$-form will, under the condition that the quality of the tansition process in a system of $\mu$-form is determined by the functional (5.4), have a unique solution. But the behavior of the variables describing the state of the system of $\mu$-form determines completely the behavior of the variables : $y_{1}, \ldots, y_{m}$ of the closed system (5.2), (5.3), and this completes the proof of the theorem.

In the case of nonlinear systems we can also use with success the method of constructing the controls, which solve the problem of $y$-stabilization, in the form (5.3). We should remember the apparent infrequency of the case in which the solution controls have the form $u_{j}=$ $u_{j}^{(1)}+u_{j}^{(2)}$ where the controls $u_{j}^{(1)}(y, z)$ reduce the initial system to some auxilliary system of $\mu$-form (which is, in general, nonlinear) such, that the solution of the problem of optimal
stabilization up to the asymptotic Liapunov stability for a system of $\mu$-form guarantees, with help of the control $u_{j}^{(2)}$, the solution of the problem of semioptimal $g$ stabilization of the initial system by the control $u_{j}=u_{j}^{(1)}+y_{j}^{(2)}$. In the general case we find that the solution controls $u$; have the form

$$
\begin{equation*}
u_{j}=u_{j}^{(1)}+f_{j}\left(y_{\psi} \text { z) } u_{j}^{(2)}\right. \tag{5.5}
\end{equation*}
$$

where the controls $w_{j}^{(1)}$ and $u_{j}^{(2)}$ are defined above and $f_{j}(y, z)$ denote certain functions (generally speaking nonanalytic) of the variables $y$ and $z$. The controls (5.5) may turn out to be nonanalytic functions of the variables determining the state of the initial system, and the problem of their physical realizability would then require additional attention. (The problem of $y$-stabilization of a motion within this class of controls has been studied in /12/). We note that we may use the procedures given in /4/for constructing systems of $\mu$ form, to construct the controls of the form (5.5).

Example 4. We consider the equations of motion of an airplane with variable aerodynamic characteristics /14/

$$
\begin{align*}
& x_{1}=x_{2} x_{2}=a_{22} x_{2}+\left(a_{23}+p_{23}(t) x_{3}+b_{2}(t) u\right.  \tag{5.6}\\
& x_{3}^{*}=x_{2}+\left(a_{33}+p_{33}(t)\right) x_{3}
\end{align*}
$$

Here $x_{1}$ is the angle of pitch, $x_{3}$ is the angle of attack, $u$ is the deflection of the elevator, $b_{2}(t)$ together with the coefficients of the system represent the aerodynamic characteristics. we shall consider the problem of optimal stabilization of the unperturbed motion of the system (5.6) relative to the angle of attack. We introduce the new variable $\eta=x_{2}+\left(a_{33}+p_{33}(t) x_{3}\right.$; whereupon (5.6) assumes the form

$$
\begin{align*}
& x_{1}=x_{2 x} x_{2}=a_{22} \tau_{2}+\left(a_{29}+p_{23}(t) x_{3}+b_{2}(t) u\right.  \tag{5.7}\\
& x_{3}=\eta, \eta=\eta=\eta_{1}=r(t) x_{2}+\varepsilon(t) x_{3}+b_{2}(t) u \\
& \left(r(t)=a_{22}+a_{33}+p_{33}(t), \varepsilon(t)=a_{23}+p_{23}(t)+p_{33}(t)+\left(a_{33}+p_{33}(t)\right)^{2}\right.
\end{align*}
$$

Following (5.3) we construct the control $u(t)$ in the form

$$
\begin{align*}
& u(t)=-\frac{r(t)}{b_{y}(t)} x_{2}+u^{*}(t)=\Gamma(t) z+u^{*}(t)  \tag{5.8}\\
& \Gamma(t)=\left(-\frac{r(t)}{b_{2}(t)}, \theta\right), \quad z=\left\{x_{2}, x_{3}\right\}^{T}
\end{align*}
$$

The following equations form the system of $\mu$-form corresponding to the matrix $\Gamma(t)$

$$
\begin{equation*}
x_{3}^{*}=\eta, \eta=\varepsilon(t) x_{3}+b_{2}(t) u^{*} \tag{5.9}
\end{equation*}
$$

The problem of $x_{9}$-stabilization of the unperturbed motion of the system (5.6) is now reduced to the problem of stabilization of the motion $x_{3}=\eta=0$ of the system (5.9) up to the asymptotic Liapunov stability. Introducing the functional of the form (5.4)

$$
y[u]=\int_{i_{0}}^{\infty} \omega\left(t ; x_{3}, \eta, u^{*}\right) d t
$$

and constructing the control $u^{*}$ according to the method given in $/ 15 /$, we can ensure a sufficiently rapid decay of the transition process in the closed system (5.6), (5.8), relative to the variable $x_{3}$, and solve partially the problem of minimum loss of resources in constructing the control in the form (5.8).

Example 5. We consider the problem of putting out the rotations of a heavy rigid body with a fixed point, caused by the initial perturbations. The equations of perturbed motion have the form

$$
\begin{align*}
& x_{1}^{*}=\frac{B-C}{A} x_{2} x_{3}+\frac{1}{A} m g\left(x_{30} \gamma_{3}-x_{30} \gamma_{3}\right)+\frac{1}{A} u_{1}  \tag{5.10}\\
& \gamma_{1}{ }^{*}=x_{3} \gamma_{2}-x_{2} \gamma_{3}(123, A B C)
\end{align*}
$$

Here $A, B$ and $C$ are the principal moments of inertia of the body, $x_{i}(i=1,2,3)$ are the projections of the velocity of the body on the principal axes of inertia, $\gamma_{i}(l=1,2,3)$ are projections of the unit vector directed along the fixed vertical axis on the principal axes of inertia, $x_{i n}(l=4,2,3)$ are coordinates of the center of inertia in terms of the principal axes of inertia, $u_{y}$ and $u_{s}$ are controls depending on the orientation of the body and independent of its angular velocity, and $u_{2}$ is a control which may depend on the orientation of the body, as well as on its angular velocity.

Let us consider the control laws

$$
\begin{align*}
& u_{1}=-m g\left(x_{30} \gamma_{2}-x_{20} \gamma_{3}\right), \quad u_{2}=-m g\left(x_{10} \gamma_{3}-x_{30} \gamma_{1}\right)-  \tag{5.11}\\
& \quad C^{-1}\left[C(C-A) x_{1} x_{3}^{2}+\frac{A B C}{B-C}(A-B) x_{1} x_{2}{ }^{2}+E u^{*}\right] x_{3} B \\
& u_{3}=-m g\left(x_{20} \gamma_{1}-x_{1} \gamma_{2}\right)
\end{align*}
$$

and introduce a new variable $\mu=(B-C) x_{2} x_{3} / A$. The following two equations will appear in the closed system (5.10), (5.11):

$$
\begin{equation*}
x_{1}=\mu, \mu^{\cdot}=u^{*} \tag{5.12}
\end{equation*}
$$

and we can now replace the problem of $x_{1}$-stabilization of the unperturbed motion of the system (5.10) by a problem concerning the stabilization of the motion $x_{1}=\mu=0$ of (5.12) up to the asymptotic Liapunov stability. Introducing the functional

$$
J[u]=\int_{i_{0}}^{\infty} \omega\left(x_{1}, \mu, u^{*}\right) d t
$$

and solving for system (5.12) the problem of optimal stabilization of the unperturbed motion, we obtain the control laws which solve for (5.10) the problem of semioptimal $x_{1}$-stabilization. We note that the control laws (5.11) obtained map the motion of the body caused by the initial perturbations onto a plane perpendicular to the $x_{1}$-axis.

Example 6. Let us consider the equations of perturbed motion of a gyrostat /16/

$$
\begin{equation*}
a_{1} x_{1}^{*}=x_{5} x_{3}-x_{6} x_{2}+u_{1}, \quad x_{4}^{*}=x_{6} x_{3}-x_{6} x_{3} \quad(123, A B C) \tag{5.13}
\end{equation*}
$$

where $a_{1}, a_{2}, a_{3}$ and $x_{1}, x_{2}, x_{3}$ are the moments of inertia and angular velocities of the device respectively, $x_{4}, x_{5}, x_{k}$ are linear functions of the angular velocities of the device and the flywheels, and $u_{1}, u_{2}, u_{3}$ are the controls. We consider the control laws

$$
\begin{align*}
& u_{1} \equiv u_{3} \equiv 0  \tag{5.14}\\
& u_{3}=\frac{a_{2}}{x_{8}}\left[x_{5}\left(\frac{x_{1} x_{5}}{u_{3}}-x_{1} x_{2}-\frac{x_{2} x_{4}}{a_{3}}\right)+x_{4}\left(x_{3}{ }^{3}+x_{2}{ }^{2}\right)\right]+ \\
& \quad a_{2}\left(-x_{1} x_{3}+\frac{x_{1} x_{6}}{a_{2}}-\frac{x_{3} x_{4}}{a_{2}}\right)+\frac{a_{9}}{x_{6}} u^{*}
\end{align*}
$$

and introduce a new variable $\mu=x_{5} x_{3}-x_{6} x_{2}$. The following two equations will appear in the closed system (5.13), (5.14):

$$
\begin{equation*}
a_{\mathrm{I}} x_{1} \cdot=\mu, \quad \mu^{\cdot}=u^{+} \tag{5.15}
\end{equation*}
$$

and we shall be able to replace the problem of $x_{1}$-stabilization of the unperturbed motion of the system (5.13) by the problem of stabilizing the motion $x_{1}=\mu=0$ of system (5.15) up to the asymptotic Liapunov stability. Solving now the problem of optimal stabilization of the unperturbed motion for (5.15), we obtain the control laws which solve for (5.13) the problem of optimal $x_{1}$ stabilization. We note that the control laws (5.14) map the motion of the gyrostat caused by the initial perturbations, onto the plane perpendicular to the $x_{1}$-axis.
6. Considerable literature exist dealing with the problem set by A.M. Letov $/ 16 /$ of minimization of a functional. The problem is that of realizing certain requirements demanded of the quality of the transition processes in the system. Let us assume that certain requirements concerning the quality of the transition processes in the variables $y_{1}, \ldots, y_{m}$ in the system (5.2) must be fulfilled. This can be done by constructing the controls of the form (5.3) and solving, for a system of equations, $\mu$-form, the problem of minimization of a quadratic functional. We note that the problem of minimizing the loss of control resources is solved here, as in the problem of $y$-stabilization, only partially. By constructing the controls in the form (5.5), we can adopt an analogous approach to the nonlinear systems.
7. Let us now consider a linear system of ordinary differential equations with conflicting controls

$$
\begin{align*}
& x=A^{*} x+B^{*} u+C^{*} v  \tag{7.1}\\
& x=\left(y_{1}, \ldots, y_{m}, z_{1}, \ldots, z_{p}\right)=(y, z), m>0, n=m+p \\
& p>0
\end{align*}
$$

Here $x$ is an $n$-dimensional vector of state of the system, $u$ and $v$ are the control vectors of the first and second player, and $A^{*}, B^{*}$ and $C^{*}$ are constant matrices of the corresponding sizes. In the $y, z$-variables the system (7.1) has the form

$$
\begin{equation*}
y^{\bullet}=A y+B z+P_{1} u+Q_{1} v, z^{*}-C y+D z+P_{2} u+Q_{2^{u}} u \tag{7.2}
\end{equation*}
$$

where $A, B, C, D, P_{1}, P_{2}, Q_{1}, Q_{2}$ are constant matrices. The linear-quadratic game for the mini-max-maximin of a certain functional / $17 /$ mirrors certain requirements concerning the behavior of the variables $x=\left(x_{1}, \ldots, x_{n}\right)$ of the initial system (7.1). Let us assume that only the requirements concerning the variables $y_{1}, \ldots, y_{m}$ of the system (7.1) must be fulfilled. This can be done by choosing the controls in the form

$$
\begin{equation*}
u=\Gamma^{(1)} z+u^{*}(t), \quad v=\Gamma^{(2)} z+v^{*}(t) \tag{7.3}
\end{equation*}
$$

where $\Gamma^{(1)}$ and $\Gamma^{(2)}$ are constant matrices of the corresponding size. Substituting (7.3) into (7.2) we obtain

$$
\begin{gather*}
y^{*}=A y+\left(B+P_{1} \Gamma^{(1)}+Q_{1} \Gamma^{(2)}\right) z+P_{1} u^{*}+Q_{1} v^{*}  \tag{7.4}\\
z^{*}=C y+\left(D+P_{2} \Gamma^{(2)}+Q \Gamma^{(2)}\right) z+P_{2} u^{*}+Q_{2} v^{*}
\end{gather*}
$$

Setting now in (7.4) $u^{*} \equiv 0, v^{*} \equiv 0$ and constructing for the resulting system of $\mu-$ form $/ 3 /$ $\xi^{\prime}=G \xi$ describing fully the state of its variables $y_{1}, \ldots, y_{m}$, we obtain the following equations for the system (7.4):

$$
\begin{equation*}
\xi^{*}=G \xi+P^{*} u^{*}+Q^{*} v^{*} \tag{7.5}
\end{equation*}
$$

and the number of these equations may be lower than that of the equations in the initial system (7.1). The behavior of the variables describing the state of the system (7.5) describes fully the state of the variables $y_{1}, \ldots, y_{m}$ of the closed system (7.2), (7.3). Solving the problem for the minimax-maximin of a certain quadratic functional specified for the system (7.5), we can realize, using the known methods of its solution $/ 17 /$, the specified requirements for the behavior of the variables $y_{1}, \ldots, y_{m}$ of the initial system (7.1) with conflicting controls.

## REFERENCES

1. RUMIANTSEV V.V., On the stability of motion with respect to a part of the variables. Vestn. MGU, Matem., Mekhan., No. 4, 1957. (See also L. -N. Y. Acad. Press, 1971).
2. OZIRANER A.S. and RUMIANTSEV V.V. , The method of Liapunov functions in the stability problem for motion with respect to a part of the variables. PMM, Vol. 36, No. 2, 1972.
3. VOROTNIKOV V.I. and PROKOP'EV V.P., On stability of motion of linear systems with respect to a part of variables. PMM Vol.42, No. 2, 1978.
4. VOROINLKOV V.I., On the stability of motion relative to part of the variables for certain nonlinear systems. PMM Vol.43, No.3, 1979.
5. MATROSOV V.M. , The principle of comparison with the Liapunov vector function. IV. Differents. uravneniia. vol.5, No. 12, 1969.
6. WAZEWSKI T., Systémès des équations et des inéqua différentielles ordinaires aux deuxiemes membres monotones et leurs applications. Ann. Soc. Polon. Math. Vol. 23, 1950.
7. CHETAEV N.G., Stability of Motion, Pergamon Press, Book No. 09505, 1961.
8. RUMIANTSEV V.V., On asymptotic stability and instability of motion with respect to a part of the variables. PMM Vol. 35, No. 1, 1971.
9. RUMIANTSEV V.V., On the stability with respect to a part of the variables. Sympos. Math. Vol.6, Meccanica nonlineare e stabilita. London-New York, Acad. Press, 1971.
10. RUMIANTSEV V.V., On the optimal stabilization of controlled systems. PMM Vol. 34, No. 3,1970 .
11. VOROTNIKOV V.I., On the stability and stabilization of motion with respect to a part of the variables, for the linear systems with delay. Avtomatika i telemekhanika. No. $8,1980$.
12. VOROTNIKOV V.I., On the complete controllability and stabilization of motion with respect to a part of the variables. Avtomatika i telemekhanika, No. 3, 1982.
13. KRASOVSKII N.N., Problem of stabilization of controlled motions. In: Malkin I.G. Theory of Stability of Motion. Moscow, NAUKA, 1966.
14. BODNER V.A. , Theory of Automatic Control of Flight. Moscow, NAUKA, 1964.
15. REPIN IU.M. and TRET IAKOV V.E., Solution of the problem of analytic construction of regulators for the electornic modelling devices. Avtomatika i telemekhanika. Vol. $24,1963$.
16. LETOV A.M., Dynamics of flight and its control. Moscow, NAUKA, 1969.
17. KRASOVSKII N.N. and SUBBOTIN A.I., Positional Differential Games. Moscow, NAUKA, 1974.

[^0]:    *Prikl.Matem. Mekhan. 46,No.6,pp.914-923,1982.
    **) Such transformation of the initial system were considered in a papex by V.I. Vorotnikov: A method of investigating the stability and stabilization of a motion with respect to a part of the variables. Dissertation for degree of Candidate of Phys. and Mathem. Sciences ,Moscow, MGU, 1979.

